
THEORETICAL AND APPLIED ELECTRICAL ENGINEERING VOLUME: 21 | NUMBER: 2 | 2023 | JUNE

Compact and Energy Efficient QCA Based Hamming
Encoder for Error Detection and Correction

Premananda BELEGEHALLI SIDDAIAH , Megha PUTTASWAMY , Nagavika KAMAT

Department of Electronics and Telecommunication Engineering, R.V. College of Engineering,
Mysore Rd, RV Vidyaniketan, 560059 Bangalore, Karnataka, India

premanandabs@gmail.com, meghapswamy15@gmail.com, nagavikakamat77@gmail.com

DOI: 10.15598/aeee.v21i2.4794

Article history: Received Oct 31, 2022; Revised Apr 15, 2023; Accepted May 11, 2023; Published Jun 30, 2023.
This is an open access article under the BY-CC license.

Abstract. Quantum-dot Cellular Automata (QCA)
are preferred for realizing logic circuits at nanoscale
dimensions along with a high level of integration and
minimal energy consumption. Hamming code is a set
of entropy codes used for error detection and correc-
tion in communication systems. Error detection and
correction is carried out with the help of parity bits
which are appended with the original bits. Designing
a Hamming encoder in nanoscale has its own merits
such as optimized area, reduced energy dissipation and
lower QCA cost. This work proposes two QCA-based
(7, 4) Hamming encoder designs; multilayer (proposed-
1) and coplanar (proposed-2) structure with area and
energy analysis. Proposed-1 encoder has achieved
reduction of cell area by 12.5 %, 34.58 % in terms of
cell count, and reduction in total energy dissipation of
26.8 % when compared to reference encoder. Proposed-
2 encoder has achieved reduction of 18.75 % in area,
44.15 % in terms of cell count, and 16.5 % in total en-
ergy dissipation when compared to reference encoder.
In terms of QCA cost, reduction of 12.5 % is achieved
in case of proposed structures. The energy dissipated
in the proposed designs is less compared to reference
encoder. Proposed-2 structure is more efficient com-
pared to multilayer and reference encoder in terms of
cell count, cell area and QCA cost. The QCA circuits
are realized in QCADesigner and analyzed energy in
QCADesigner-E.
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1. Introduction

A replacement for the widely used CMOS technology is
required since it is reaching its physical limits. One of
the best substitutes for CMOS technology is Quantum-
dot Cellular Automata (QCA). The difficult factors for
nano-computer and nano-communication devices in-
clude device density, operation speed and power loss.
Effective area utilization at the nanoscale is a barrier
to building high power consumption architecture in
CMOS [1]. A nanoscale technology noted for its low
energy power dissipation, rapid switching times, high
operating frequencies, and compact size QCA. At the
nanoscale, it is utilized to create combinational and
sequential logic circuits.

Gallium Arsenide is one of the semiconductors used
to make quantum dots. The columbic force of at-
traction between the QCA cells causes self-production
in cellular automata. High switching speed, small
device size, and extremely low power consumption are
all features of QCA [2]. Here, electrons play a crucial
part in both the transmission of digital information and
numerous logic operations.

QCA circuits offer many benefits, including
device shrinkage with faster switching times, and lower
energy/ power consumption. Information can be pro-
cessed faster in QCA design, which also reduces en-
ergy dissipation at the nanoscale. Contrary to conven-
tional CMOS technology, QCA mandates the use of
a clock for both combinational and sequential circuits.
The quantum dots are a crucial part of the QCA. It is
a three-dimensional structure that holds an elec-
tron, i.e., electrical charge. QCA decreases the
data processing latency, increasing operation speed
and frequency [3]. A QCA cell, Majority Voter
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(MV) gate and inverter, and a simulation type
setup make up the device. For the purpose of
building digital logic circuits with higher integration
and low energy consumption, QCA is a promising
alternative to CMOS technology.

The data provided during digital transmission may
be distorted by noise and other environmental condi-
tions. In the event of any transmission error, data loss
happens. An error happens when the input data and
the transmitted data do not agree. Important data is
lost as a result of the error. Data is conveyed as bits, or
’0’ and ’1’. The performance of the entire system could
be affected by any change to one of the bits. When the
bit ’0’ is changed to the bit ’1’ or vice versa, bit errors
happen [1].

Hamming codes or linear block codes are the set of
codes which perform error detection and correction by
adding parity bits thereby giving rise to an effective
error correction coding system. Basically, in Hamming
communication network, redundancy bits are added for
error detection and correction. The actual message
data and parity bits are transmitted in coded format
over the channel. When the receiver gets the coded
signal, it separates the parity bits from the message
bit and if the error is detected, it is further corrected.
A (7, 4) Hamming encoder encodes 4 bits of data into
7 bits by including three parity bits [4].

The work proposes two optimized (7, 4) Hamming
encoder designs. The objective of this proposed work
is to minimize the cell count, cell area, QCA cost
and energy dissipation by realizing different configu-
rations of (7, 4) Hamming encoder. Hamming encoder
is realized in both coplanar and multilayer structures.
All the structures are implemented and simulated
using QCADesigner 2.0.3 and analyzed energy using
QCADesigner-E.

The paper is divided into different sections. The
literature review was carried out on different papers
and relevant topics in Sec. 2. The basic QCA
technology, design and implementation of the proposed
(7, 4) Hamming encoder is written in Sec. 3. and
Sec. 4. , respectively. The results of the implementa-
tion are discussed in Sec. 5. The conclusions derived
are discussed in Sec. 6.

2. Literature Review

Quantum dot Cellular Automata (QCA) is a new com-
puting paradigm that relies on quantum-mechanical
effects to perform logic operations. It is a promis-
ing technology that has the potential to revolutionize
computing by providing high-speed, low-power, and
high-density devices.

Single-bit errors can be found if the parity count in-
fers the number of ones is not the same. A data bit may
be flipped by noise during transmission. By adding
codes with a greater number of parity bits, it is pos-
sible to find two-bit faults, each of which is calculated
on a unique combination of bits in the data [4].

Forward Error Correction (FEC), which is used in
data transmission, refers to a receiver’s capacity to
fix faults in the data it receives. A transmitting sta-
tion must amplify the transmitted data in order to
make this possible. By using a block parity technique,
Hamming codes reduce the cost of implementing for-
ward error correction. FEC can be implemented using
various codes, such as Hamming codes, Reed-Solomon
codes, and convolutional codes. Each code has its own
characteristics and advantages, and the choice of code
depends on the specific requirements of the communi-
cation system [5].

QCA clocks are used to regulate and synchronize the
information flow. Additionally, it supplies the circuit
with power. The four clock phases that each cell in
a QCA has are Switch, Hold, Release, and Relax.
The barriers are raised during the first phase (the
switch phase), which results in an increase in the forces
opposing the passage of electrons inside each cell while
the movement of electrons gradually declines inside the
cell [6].

In QCA, each cell contains four quantum dots. Two
free electrons that are positioned diagonally across
from one another charge each cell. The electrons are
compelled to occupy the corner-most location of the
cell as a result of tunnelling between adjacent dots
caused by mutual electrostatic forces (repulsion). Ad-
ditionally, the QCA cell has its own dimensions, which
are highly important when calculating area. These cells
have a height and breadth of 18 nm and 2 nm, respec-
tively, which separates each one from its neighbor [8].

In the Hamming code generator, superfluous bits are
used to encrypt message bits. The extra bits positioned
at various locations in the message bits are known as
parity or redundant bits. The receiver receives the
coder bits, does a recalculation to acquire the error
bits, and then completes the required calculation. The
Hamming encoder works by adding extra bits, called
parity bits, to a message based on its original bits. The
parity bits are calculated in a way that allows the re-
ceiver to detect and correct any single-bit errors that
may occur during transmission. The number of parity
bits added depends on the number of data bits being
encoded and the level of error correction required [9].

In QCA, the state of the quantum dots represents
the bits of the encoded message. To detect a single-bit
error in a Hamming encoded message using QCA, we
can use a majority function, which is a basic building
block of QCA circuits. A majority function accepts
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three inputs and output will be the majority value of
those inputs [10].

In QCA, the clocking is achieved by applying a peri-
odic voltage signal to the cells of the array. This voltage
signal causes the electron charge in the quantum dots
to oscillate, which in turn causes the cells to transi-
tion between different states. By carefully controlling
the timing and amplitude of the clock signal, the QCA
array can be made to perform logic operations with
high precision and efficiency [13].

Hamming code uses the parity bits, similarly to other
error detection and correction codes. These bits are
added to data in order to verify its accuracy when it is
read or received during a data transmission. An error-
correction code can pinpoint the position of a single bit
defect within a data unit by using multiple parity bits.

3. Basics of QCA

3.1. QCA Cell

The most elemental component of QCA is the QCA
cell. Each QCA cell contains four quantum dots, and
each of them represents an electron in motion. The
holes are comparable to the dots in the QCA cell if
the electron is like the electron in an atom in a cell
[12]. Additionally, the QCA cell has its own dimen-
sions, which are highly important when calculating
area. Each QCA cell is 2 nm apart from its neigh-
boring cell and measures 18 nm in height and breadth.
Each of two polarizations indicates one of the two con-
figurations: P = +1 denotes logic high, while P = −1
denotes logic low as shown in Fig. 1.

Logic ’0’
P=-1

Logic ’1’
P=+1

Localised Electrons

Fig. 1: QCA cell with polarity ‘ + 1′ and ‘− 1′.

QCA Wire: The simplest arrangement that is pos-
sible in QCA is by arranging the quantum dot cells in
series. If there is change in polarization in any of the

four cells, the remaining four cells immediately syn-
chronize to the polarization of other cells by columbic
interaction between them [11].

The MV gate and inverter are the foundation of
QCA. In the QCA logic, the MV gate is the common
gate. By switching the polarity of one input to +1 or
−1, it can be made into an AND or OR gate. Three
input cells, one voter cell, and one output cell make up
the MV gate [10]. When creating digital circuits with
QCA and other digital building blocks like exclusive
OR gates, the inverter gate is crucial. The inverter
complements the input.

3.2. QCA Clocking

A clock is required by every QCA circuit in order to
synchronize and regulate the information flow. It gives
the circuit the power it needs to function. The QCA
clock consists of four phases. There is a 90◦ lag be-
tween neighboring phases [11]. The potential barriers
that impact a cluster of QCA cells or the clocking zone
are still elevated or lowered, the clock changes phase.
The clocking system is demonstrated using the QCA
binary wire [4]. Sub-array 1 is initially swapped in ac-
cordance with the input fixed. Sub-array 2 then begins
to switch while sub-array 1 moves into the hold phase.
Since sub-array 3 is in a relaxed state, it will not affect
sub-array 2’s computational state. Sub-array 1 releases
a phase at the following phase, while sub-array 2 is in
a hold state and supplies sub-array 3 with input.
Information is transferred in a pipeline fashion with
a 90◦ phase change from one clock zone to another [7].

3.3. Simulation Engine and Setup

In QCA, there are two techniques to design circuits:
using a coherence vector with energy or a bi-stable
approximation. In QCADesigner-E, coherence vectors
with energy are created. When compared to the coher-
ence vector, the Bi-stable approximation is the fastest
since it simulates the circuit without time dependen-
cies. The coherence vector with energy approximation,
however, depends on time [14]. The energy dissipation
measurements and calculations are more accurate when
using a vector. When compared to bi-stable approxi-
mation, it is slower. Two forms of simulation type setup
support the simulation engine: exhaustive and vector
table [13].

The vector table is preferred for larger circuits
because all potential scenarios must be tested. The
tabulated data of different engine setups refers to [15].
In QCA circuits, the QCA cell sizes are also important.
The QCA cell’s height and breadth are both 18 nm, and
its dot’s diameter is 5 nm. Each QCA cell is 2 nm apart
from its neighboring cell. Layer separation is 11.5 nm,

© 2023 ADVANCES IN ELECTRICAL AND ELECTRONIC ENGINEERING 122



THEORETICAL AND APPLIED ELECTRICAL ENGINEERING VOLUME: 21 | NUMBER: 2 | 2023 | JUNE

and radius of effect is 65 nm. Circuits can be built in
QCA in two different ways: as single-layer structures
or as multilayer structures.

3.4. Crossover and Multilayer
Design

QCA has two types of crossovers namely, multilayer
and coplanar. Single-layer designs are feasibly done
using coplanar crossover approach. For coplanar cross-
ings, two cell types are required (regular and rotated).
Rotated cells can be utilized for coplanar wire cross-
ing because, when properly aligned, the regular cell
and the rotated cell do not interact with each other.
Similar to the many metal layers in a standard circuit,
multilayer crossovers employ multiple layers of cells.
Multilayer crossover is simpler to construct and has
a reliable signal connection.

4. Implementation of (7, 4)
Hamming Encoders

For effective communication, faults can be detected
and corrected using error detection and correction tech-
niques. The method of error detection is used to iden-
tify errors that are sent from the transmitter to the
receiver. The process of rectifying data that has been
transferred from transmitter to receiver is known as er-
ror correction. To find and fix faults, a Hamming code
circuit is used. A systematic error detection and correc-
tion coding system is created by Hamming codes, which
do both error detection and correction. Redundan-
cies are essentially employed in these error-correcting
codes for the purpose of error identification and cor-
rection. When the data is read or received, parity bits
are added to it in order to verify its accuracy. An er-
ror detection-correction code may locate the data unit
as well as detect a single-bit error in the data unit
by using more than one parity bit. When data is re-
ceived by the receiver, the parity bits and the real mes-
sage are separated. If there are any problems, they are
found and fixed. Parity bits and the actual message are
transferred together over the channel.

The realization of the (7, 4) Hamming encoder is in-
spected in QCA using the top-down approach. The
block diagram of the (7, 4) Hamming encoder is shown
in Fig. 2. Proposed designs consist of three 3-input
exclusive OR gates. In Fig. 2, I6, I5, I4, I3 repre-
sent inputs and E6, E5, E4, E3, E2, E1, E0 represent
outputs. In (7, 4) Hamming encoder, the first four
output bits E6, E5, E4, E3 can be directly obtained
from the information bits. The next three supervision
bits are obtained by conducting exclusive OR opera-
tion of the bits as shown in Eq. (1), Eq. (2) and Eq. (3)

which implies that three 3-input exclusive OR gates are
required, and circuit architecture of the encoder is as
illustrated in Fig. 2.

E2 = I6
⊕

I5
⊕

I4, (1)

E1 = I6
⊕

I5
⊕

I3, (2)

E0 = I6
⊕

I4
⊕

I3. (3)

The QCA circuits of the proposed-1 (7, 4) Ham-
ming encoder and proposed-2 (7, 4) Hamming encoder
using QCADesigner are shown in Fig. 3 and Fig. 4,
respectively. From the QCA designs, it is analyzed that
proposed-1 multilayer (7, 4) Hamming encoder occu-
pies an area of 0.16 µ2 and requires 123 cells, whereas
proposed-2 coplanar (7, 4) Hamming encoder design
requires an area of 0.13 µ2 and can be realized using
105 cells, which is less compared to design in [4].

3 INPUT
XOR

3 INPUT
XOR

3 INPUT
XOR

I6

I5

I4

I3

E6

E5

E4

E3

E2

E1

E0

Fig. 2: Block diagram of (7, 4) Hamming encoder circuit.

I6

E6

I5

E5

I4

I3

E3

E1

E0

E4

E2

Fig. 3: Proposed-1 multilayer (7, 4) Hamming encoder circuit.

© 2023 ADVANCES IN ELECTRICAL AND ELECTRONIC ENGINEERING 123



THEORETICAL AND APPLIED ELECTRICAL ENGINEERING VOLUME: 21 | NUMBER: 2 | 2023 | JUNE

I6

I4

I5

I3

E6

E3

E2

E0

E1

E5

E4

Fig. 4: Proposed-2 coplanar (7, 4) Hamming encoder circuit.

The Hamming encoder in [4] follows multilayer
crossover structure which requires higher cell count and
cell area. With the increase in area, the QCA cost will
also increase. The proposed-2 coplanar design over-
comes these drawbacks by using simple gates with re-
duced number of cells and less area usage. The exclu-
sive OR gates are replaced with cells which require less
area. The proposed-2 coplanar design consists of three
exclusive OR gates with 11 cells whereas the reference
circuit [4] consists of exclusive OR gates with 14 cells.
The circuit has reduced area with a smaller number of
cells. From Eq. (1), Eq. (2) and Eq. (3), combination
of inputs is considered to obtain exclusive OR outputs.

5. Results and Discussions

The results of Hamming encoders are discussed in
this section. The simulation results of Hamming en-
coder are shown in Fig. 5 and the values obtained (cell
count, cell area, and energy dissipation) are tabulated
in Tab. 1 and Tab. 2, respectively. The input signals
named as I6, I5, I4, I3 are represented in blue font
color and the output signals labeled as E1, E2, E3, E4,
E5, and E6 are represented in yellow font color. It is
clear that the outputs E6, E5, E4, and E3 agree with
the input, while E2, E1, and E0 are obtained in accor-
dance with the supervision relationship, demonstrat-
ing that the encoder has successfully carried out the
intended function using Eq. (1), Eq. (2) and Eq. (3).
It is observed that the proposed structures has an ef-
fective area utilization of 12.5 % in case of proposed-1
and 18.75 % in case of proposed-2 which is more effec-
tive compared to [4]. The total cell count is reduced
by 34.57 % in case of proposed-1 and 44.15 % in case
of proposed-2 compared to [4]. The total cell area is
the product of the number of cells and the single cell

dimension. The encoder designed in [4] requires a more
number of cells and hence total cell area increases. The
proposed-2 circuit overcomes this limitation by using
coplanar structure.
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Fig. 5: Simulation results of (7, 4) Hamming encoder.

Tab. 1: Comparison of (7, 4) Hamming encoders.

QCA
Parameters [4] Proposed-1

(multilayer)
Proposed-2
(coplanar)

Cell count 188 123 105
Total area (µm2) 0.16 0.14 0.13
Cell area (nm2) 60912 39852 34020
Latency 0.5 0.5 0.5
Cost 0.04 0.035 0.0325

QCA cost function is a product of latency and cell
area. The cost function turned out to be 0.035 for
proposed-1 multilayer encoder circuit and 0.0325 for
proposed-2 coplanar encoder circuit. From Tab. 1, it
can be inferred that the QCA cost function has dras-
tically reduced when compared to circuit in [4] which
makes the proposed design highly optimized.

The energy dissipation values of (7, 4) Hamming en-
coders obtained is as listed in Tab. 2. The total en-
ergy dissipation of proposed-1 circuit turned out to be
5.51·10−2 eV. It can be analyzed that the proposed-1
multilayer Hamming encoder has less energy dissipa-
tion compared to the one proposed in [4], i.e., reduc-
tion of 26.34 % is achieved. For proposed-2 coplanar
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(7, 4) Hamming encoder, energy analysis turned out to
be 6.23·10−2 eV and reduction in energy dissipation of
16.84 % was observed.

Tab. 2: Energy analysis of (7, 4) Hamming encoders.

Energy
Analysis [4] Proposed-1

(multilayer)
Proposed-2
(coplanar)

Average energy
dissipation (meV) 6.8 5.01 5.65

Total energy
dissipation (meV) 74.8 55.1 62.2

The proposed Hamming encoder designs are both
cost and area effective and dissipates lesser energy
when compared to circuit in [4]. During the energy
analysis, it is observed that proposed-1 design has
lesser energy dissipation when compared to Hamming
encoder in [4] and proposed-2 design. Trade-offs can
be made in terms of cell area and energy dissipation.

6. Conclusion and Future
Research

The proposed work illustrates the realization of com-
pact (7, 4) Hamming encoders. CAD tools, QCADe-
signer and QCADesigner-E are used for realizing the
circuits and for energy analysis. The QCADesigner
is used to realize the circuits and to measure the
circuit parameters including cell count, cell area, la-
tency, QCA cost and clock zone. QCADesigner-E is
used to determine total and average energy dissipation.
Proposed-1 (7, 4) Hamming encoder has achieved an
improvement of 12.5 % in cell area and 34.57 % in
cell count compared to [4]. Proposed-2 (7, 4) Ham-
ming encoder has achieved 18.75 % reduction in area,
44.15 % reduction in cell count, and 12.5 % reduction
in cost in comparison to the [4]. Proposed -1 circuit
has a reduction of 26.4 % in average energy dissipa-
tion and proposed-2 circuit has achieved a reduction of
16.77 %. Proposed-2 circuit is more efficient compared
to multilayer structure in terms of cell count, cell area,
and QCA cost. The optimization of the (7, 4) Ham-
ming encoder can be done using multilayer concepts
which will further yield better results. The proposed
design can be used for the implementation of Hamming
decoder and Hamming communication network in ad-
dition using proposed (7, 4) design, optimized (15, 11)
structures can be realized.
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