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Abstract. This paper addresses the challenge imposed
by the tremendous growth of digital data to retrieve
relevant images. In this paper, a novel feature design
methodology is proposed to represent images efficiently
for Content Based Image Retrieval (CBIR). Gener-
ally, local patterns are computed directly on images
and hence, directional information of the images is
ignored. In the proposed feature, Kirsch operators
are used to highlight eight major directional changes
in the image and further, Kirsch Ternary Local Pat-
tern (KLTP) is extracted by analysing local inten-
sity variations in the neighbourhood. In KLTP, global
color information is also incorporated to make it robust
and perform well on variety of images. Experiments
on natural and texture databases are done to verify
the performance, as compared to the available features
in the literature.
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1. Introduction

With the explosion of digital images on the social
media, security, biometrics, routine life and medicine,
it becomes a challenge to find out the required set of
images from this huge collection. Content Based Im-
age Retrieval (CBIR) solves this problem and enables
automatic matching of images and shows required set
of images in a very less time [1] and [2]. Image contents,
such as, color, texture, shape itself are used to extract

features from images and based on these features im-
ages are compared. This helps to speed up the process
of comparing. Simultaneously, it also becomes very
important to extract features efficiently by covering
all the contents of the images. Hence, a CBIR sys-
tem has two main phases: feature extraction and com-
parison. A lot of research work is published with
variety of hand-crafted features for this purpose. Few
features along with future aspects of image retrieval are
proposed in [3].

Some researchers have proposed features by taking
complete image into consideration for feature extrac-
tion. This strategy is called global feature extraction,
such as, global mean and histogram. On the other
hand, image is partitioned into small blocks and fea-
tures are computed on the small blocks by scanning
the image, in local feature extraction [4]. Along with
this, features are also classified based on the con-
tent considered in extraction like color and texture.
To make a robust and comprehensive feature, it is pre-
ferred to use combination of suitable features. In [5],
color, texture, brightness are combined for image rep-
resentation. Local and global features are combined
using Dual-Tree Complex Wavelet Transform and
Improved Local Tetra Pattern (DTCWTILTrP) in [6].
Many features along with their short comings are
discussed in [7].

Texture represents the statistics of image pixels.
Hence, it contains useful information about image
contents. Local Binary Pattern (LBP) is widely used
and became foundation for its variants [8]. It is
simple in calculation and effective as well. These
characteristics make this very popular for variety
of tasks, such as, face recognition, texture classifica-
tion and image retrieval. It computes difference of pixel
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intensities in the neighbourhood and assigns binary
values. Local Ternary Pattern (LTP) also computes
the intensity differences, but assigns ternary values [9].
Redundant information is reduced in Center Symmet-
ric Local Binary Pattern (CSLBP) [10] by considering
only symmetric locations for LBP computation.
Neighboring pixels relationship is observed in
Local Neighborhood Difference Pattern (LNDP) [11].
Zernike moments and sign of differences are used
in [12], for edge computation. Another way to ex-
tract features from LBP patterns is to compute
co-occurrence of ternary values by Local Ternary
Co-occurrence Patterns (LTCoP) [13]. Interleav-
ing of Gaussian filtered image with the original
image is used to compute Gaussian Local Ternary
Co-occurrence Pattern (GLTCoP) [14]. In [15], a 3D
structure is designed by arranging five Gaussian
images and LTCoP is computed. Neighborhoods
of different sizes are used in Local Directional Order
Pattern (LDOP) [16]. Second order of Gaussian is
used in jet space for Local Jet Pattern (LJP) [17].
In Local Neighborhood Intensity Pattern (LNIP) [18],
along with only sign of differences, magnitude is also
considered. Fractional change in the local neigh-
borhood is evaluated in fractional LNIP [19]. LNIP
is also computed on non-separable Discrete Non-
separable Shearlet Transform (DNST) sub-bands [20].
Multi-Block based Local Multiple Patterns (MBLMP)
enables to capture both coarse and fine details [21].
A combination of Zernike moment, curvelet trans-
form and gradient orientation is proposed to design
a robust feature in [22]. Compact statistical feature
vectors are designed using trees in [23]. Amplitude
and phase of Double-Density Dual-Tree Complex
Wavelet Transformed (DDDTCWT) sub-bands are
used in [24] to design texture features.

Both color and texture capture significant details
to identify images, hence, they are also used together
in literature. Color and edges are used in Local Edge
Pattern for Image retrieval (LEPINV) [25]. In liter-
ature, different color spaces are also explored for fea-
ture computation. In Local Oppugnant Color Space
Extrema Patterns (LOCSEP), two color spaces are
used to compute Directional Local Extrema Pattern
(DLEP) feature [26]. Co-occurrence of Local Extrema
Pattern (LEP) values is applied in Local Extrema
Co-occurrence Patterns (LECoP) [27]. LEP is also
extended with the help of wavelet in Local Extrema
Peak Valley Pattern (LEPVP) [28]. Color histogram
is appended to add the contribution of color con-
tent. Quantized extremes on oppugnant planes are
analyzed in Local Color Oppugnant Quantized Ex-
trema Pattern (LCOQEP) [29]. In [30], multiple color
channels are explored together to design Multichan-
nel Local Ternary Pattern (MCLTP). Co-occurrence
of MCLTP is computed in MCLTCoP [31]. Inter chan-
nel variation of HSV color space is used in [32] to an-

alyze color and texture features together. Diagonally
Symmetric Co-occurrence Pattern (DSCoP) is applied
for texture computation. First and second order
derivative responses are interleaved in [33], for di-
rectional information extraction. Two neighborhoods
with radius 1 and 2, are used in Haar-like Local Ternary
Co-occurrence Pattern (HLTCoP) [34].

This paper proposes a novel feature, referred as
Kirsch Local Ternary Pattern (KLTP). Kirsch kernels
are used to extract directional information. Further,
fine local information in filtered images is analyzed
through LTP patterns. Global color information is ap-
pended through hue and saturation planes of HSV color
space. The key contributions of the proposed system
are as follows:

• Eight Kirsch kernels are used to capture all
the major directional information.

• Small neighborhood of radius 1 is applied to
analyze local statistics of pixels.

• Ternary edges are used to compute gray level
texture features.

• Color information is added globally through HSV
color plane. This makes it a complete feature.

All these characteristics of proposed feature make
it suitable to perform well on a variety of images.
On two very distinct and popular natural and texture
databases, proposed method has performed superior
to the existing state-of-the-art features.

Rest of the paper is organised as follows:
Sec. 2. gives background of basic pattern feature
computation, Sec. 3. discusses about proposed
methodology along with performance and distance
metrics, Sec. 4. illustrates experimental details
on two databases and in Sec. 5. conclusion are
summarised.

2. Background
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Fig. 1: LBP step wise computation.

Pattern features operate image locally for texture
information extraction. Local Binary Pattern (LBP)
is the first pattern, proposed by Ojala et at. [7]. It
selects a neighbourhood with radius R and compares
horizontal, vertical and diagonal direction pixels with
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Fig. 2: Proposed retrieval system framework.
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Fig. 3: Kirsch operators.

the pixel in the center. R = 1 creates a 3 × 3 neigh-
borhood. Equation (1) shows that the center pixel Ic
is compared with IRn where 1 ≤ n ≤ 8 is representing
neighboring pixels. In Fig. 1, steps of LBP calcula-
tion are shown. Arrow is drawn to show the movement
of pixel comparison from LSB to MSB.

LBPR
n =

[
1 IRn > Ic
0 IRn ≤ Ic

. (1)

These 8 bit LBP patterns are converted to equiv-
alent LBP values through Eq. (2). Likewise, each
pixel of the image is considered to generate LBP im-
age of size X × Y . These LBP values are summarised
in the form of a histogram using Eq. (3).

LBPvalue =

8∑
n=1

2n−1 · LBP 1
n , (2)

LBP (h) =
∑X

x=1

∑Y
y=1 Z (LBPvalue(x, y),h) ;

h ∈
(
0, . . . 28 − 1

)
,

(3)

where, Z(p, q) =

[
1 p = q
0 else

and h represents the

corresponding histogram bin.

3. Proposed System
Framework

The structure of the proposed system is shown
in Fig. 2. It is a combination of three major building
blocks arranged sequentially. First of all, global and
local features of the image are extracted. These

features are given as input to the matching
block. It performs comparison between input image
and database images features. In the last block, im-
ages with maximum similarity with the input image
are retrieved from the database. Number of retrieved
images can be changed by the user. Images having
maximum matching with the input image will be listed
first. In Fig. 2, an image is taken from beaches cat-
egory of Corel 1k database and images are retrieved
using proposed system.

3.1. Feature Computation

Firstly, the gray scaled images are passed through a set
of Kirsch operators shown in Fig. 3. These are 3 × 3
kernels with center pixel having zero intensity value.
Yellow and green pixels represent 5 and −3 intensity
values, respectively [35]. These filters highlight major
eight direction information present in the image. Let
km represents eight directional Kirsch Kernels where
m ∈ [1, . . . , 8] and I(x, y) represents the input gray im-
age of size M ×N , such that, 1 ≤ x ≤ M, 1 ≤ y ≤ N .
These kernels are convolved with the image to get
the eight filtered images Fm(x, y), using following equa-
tion. Here, ‘∗’ is representing convolution operation.

Fm(x, y) = k∗mI(x, y). (4)

In the next step, a small square neighborhood of ra-
dius, R = 1 and 3 × 3 size is taken into consideration
to obtain texture features. Pixel in the center is com-
pared with the surrounding eight pixels. Sign of the
intensity differences (positive, negative and equal) are
encoded into three patterns by using following Eq. (5):
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Fig. 4: KLTP computation.

KLTPn
n =

 1 Fn
m > F c

m

0 Fn
m = F c

m

−1 Fn
m < F c

m

, (5)

where F c
m represents center pixel of the mth filtered

image and Fn
m represents nth surrounding pixel of fil-

tered image. If the surrounding pixels are having
larger intensities as compared to the center pixel, then
those pixels are assigned to generate upper pattern ‘1’
and if surrounding pixels are having smaller intensities
as compared to the center pixel, then those pixels are
assigned to lower pattern ‘−1’. 8-bit upper and lower
patterns are converted to KLTP values ranging from
0–255. Finally, KLTP feature vector is created in term
of upper and lower histograms by observing frequency
of KLTP values. Hence, 8×2×256 length of feature is
obtained. Figure 4 shows the computation of KLTP
features for a sample neighborhood on the Kirsch
filtered image.

KLTP gives a gray level local feature of the image.
It is analyzed from the literature that global and color
information both are equally important to under-
stand the image. Hence, this information is appended
in the KLTP from the histograms of gray scale im-
age, hue and saturation channels. It makes the KLTP
feature more robust for image variations.

3.2. Image Matching
and Performance Measures

The local and global features are concatenated
and they are used to calculate image matching in-
dex. For the input image I and database image D, d1
distance is computed as follows:

dI,D1 =

L∑
l=1

|FD(l)− FI(l)|
1 + FD(l) + FI(l)

. (6)

where FD(l), FI(l) are the lth feature component
of database image D and input image I, respectively.
L is the length of feature.

Manhattan distance or L1 is computed as follows:

dI,DM =

L∑
l=1

|FD(l)− FI(l)|. (7)

Euclidean distance is computed as follows:

dI,DE =

√√√√ L∑
l=1

(FD(l)− FI(l))
2
. (8)

Canberra distance is computed as follows:

dI,DC =

L∑
l=1

|FD(l)− FI(l)|
|FD(l)|+ |FI(l)|

. (9)

Out of many available similarity measures, d1 dis-
tance metric is being preferred due to its high retrieval
performance [36]. Similarity index is inversely propor-
tional to distance measure value. All the database
images are ranked based on the similarity index.
The maximum similar images will be displayed first.
Count of retrieved images can be selected by the user.

3.3. Performance Evaluation

Experiments are performed using MATLAB 2017a
on a system with Intel Core i5 processor, 8GB RAM
and 500 GB hard drive. The average retrieval perfor-
mance of the system is measured in terms of average
precision and average recall values. For every image,
precision and recall values are calculated as follows.
Let image I is considered for evaluation.

Precision1 =
#Relevant images retrieved

Retrieved images
, (10)

Recall1 =
#Relevant images retrieved

Retrieved images in the database
. (11)

After computing these values for all of the database
images, average is computed as follows:

AvgP =
1

DB

DB∑
i=1

Precisioni, (12)

AvgR =
1

DB

DB∑
i=1

Recalli, (13)

where DB is the number of images presents in
a particular image database.

© 2023 ADVANCES IN ELECTRICAL AND ELECTRONIC ENGINEERING 31



DIGITAL IMAGE PROCESSING AND COMPUTER GRAPHICS VOLUME: 21 | NUMBER: 1 | 2023 | MARCH

4. Experiments

It is the desired condition for any feature to per-
form well on publicly available databases. Hence, for
this purpose, two distinct databases have been se-
lected to evaluate performance, namely, Corel 1k [37]
and STex [38]. Table 1 shows the summary of these
databases. Description of images in these databases
and CBIR system performance on them are discussed
in the following section.

Tab. 1: Database summary.

Database Image # Category # Total
size images

Corel 1k 256× 384 or 100 1000
384× 256

STex 128× 128 416 7616

4.1. Corel 1k Natural Database

Corel 1k is a repository of professional photographs
of natural scenes [37]. It is very popular and freely
available for the research purposes. There are 10
different groups of images, namely, buses, beaches,
flowers, elephants, people, buildings, dinosaurs, food,
mountains, and horses. Every group has 100 images
in JPG format of 256 × 384 or 384 × 256 sizes. Few
images from this database are shown in Fig. 5 for visu-
alization. Figure 6 shows the precision of each group
of the database while 10 images are retrieved. Buses
and buildings images are retrieved relatively with high
precision. Figure 7 shows the effect of d1, Manhat-
tan, Euclidean and Canberra distances on the average
precision for various numbers of retrieved images. It is
observed that results of d1 distance are better than
Manhattan, Euclidean and Canberra for all the in-
stances of retrieved imaged from 10 to 100. Hence,
further results on this database are calculated for d1
distance only.

Fig. 5: Images from Corel 1k database.

Number of retrieved images is varied and trend of
average precision and recall values are computed
using Eq. (12) and Eq. (13). Output results are plotted

in Fig. 8 and Fig. 9, respectively. These results
are compared with other contemporary methods, such
as, GLTCoP, MCLTP, DSCoP and MCLTCoP. It is
observed that proposed method is giving higher
values of average precision and recall for all the
instances, if the retrieved images are changed from 10
to 100. Average precision and average recall values
of the proposed method are 85.5 % and 58.3 % for 10
and 100 retrieved images, respectively. Average pre-
cision value decreases by increasing the number of re-
trieved images. On the other hand, average recall value
increases by increasing the number of retrieved images.

Afric
ans

Beaches

Buildings
Buses

Dinosaurs

Elephants

Flowers
Horse

s

Mountains
Food

0

20

40

60

80

100

120

Pr
ec

is
io

n 
(%

)

Fig. 6: Group precision of Corel 1k database (10 Retrieved
image).
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Fig. 7: Distance metric effect on the retrieval results of Corel
1k database.
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Fig. 8: Average precision for Corel 1k.

Retrieval result of input image number ‘352’ is shown
in Fig. 10. This query image belongs to ‘bus” cate-
gory. It is visible that retrieved images belong to ‘bus’
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category (301 to 400 image numbers are from the ‘bus’
category).
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Fig. 9: Average recall for Corel 1k.

352.jpg 318.jpg 330.jpg 323.jpg

359.jpg 303.jpg 308.jpg 397.jpg

357.jpg 391.jpg 337.jpg 398.jpg

388.jpg 400.jpg 376.jpg 353.jpg

326.jpg 309.jpg 368.jpg 367.jpg

Fig. 10: Retrieval result for the input image number ‘352’.

4.2. STex Texture Database

To validate the performance of the proposed sys-
tem, in the second experiment, a collection of com-
pletely different set of texture images is considered.
STex database has 7616 images from 476 different
groups [38]. Some images are shown in Fig. 11 to have
a glimpse of the database images. Images are in JPG
format of 128 × 128 size. Figure 12 shows the effect
of various distance metrics on the average precision.
Manhattan and d1 distances are performing almost
similar for STex database but it is observed that d1
distance is giving the best results out of d1, Manhat-
tan, Euclidean and Canberra distance metrics. Using
Eq. (12) and Eq. (13), average precision and recall are
computed for 16 to 112 retrieved images. Figure 13
and Fig. 14 show the comparison with the state-of-the-
art methods, such as, LEPVP, DLEP, LNIP, CSLBP,

DTCWTILTrP and DDDTCWT. It is evident that for
all the different number of retrieved images, proposed
method is performing the best among others. If 16 im-
ages are retrieved, then average precision is 73.5 % by
using the proposed method.

Fig. 11: Images from STex database.
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Fig. 12: Distance metric effect on the retrieval results of STex
database.
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Fig. 13: Average precision for STex.

Figure 15 shows the retrieval result for the input
query image number ‘417’. Out of 7616 images, image
numbers 417 to 432 are from input image’s group. To-
tal 16 images are shown to the user. It is observed that
out of 16 images, 12 images are from the same group
as of the query image. Rest 4 images are from other
categories.

Table 2 summarises average precision results of var-
ious distance measures, d1, Manhattan, Euclidean
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and Canberra, on both the databases and it is con-
cluded that d1 distance is giving the best performance.
Although Manhattan and d1 distances are performing
almost similar for STex database but there is signifi-
cantly better performance of d1 distance on Corel 1k
database.
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Fig. 14: Average recall for STex.

417.jpg 419.jpg 418.jpg 421.jpg

420.jpg 423.jpg 426.jpg 425.jpg

424.jpg 429.jpg 397.jpg 2393.jpg

395.jpg 432.jpg 4411.jpg 422.jpg

Fig. 15: Retrieval result for the input image number ‘417’.

Tab. 2: Database summary.

Database d1 Manhattan Euclidean Canberra
Corel 1k 85.5 % 82.36 % 74.18 % 83.26 %

STex 73.5 % 72.77 % 63.68 % 70.75 %

5. Conclusion

A new feature, KLTP is proposed in this paper, for
image retrieval. Unlike other pattern features existing

in the literature, KLTP extracts information in eight
major directions using Kirsch operators. Hence, all
the sharp changes in those directions are stored which
help to represent the content of the image efficiently.
Further, these filtered images are passed for LTP com-
putation. In this computation, small local neighbour-
hoods are used to observe intensity variations. Global
color information of images is also appended by hue
and saturation histograms. Results are also verified for
various similarity metrics. Overall performance on two
distinct databases shows better results of the proposed
method as compared to the state-of-the-art methods
and has proved it to be a robust feature for real-time
applications.
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