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Abstract. Passive methods of islanding detection have the advantage of not perturbing the system, but they suffer from large Non-Detection Zone (NDZ) and unpredictable detection time. In this paper, a new passive scheme for islanding detection, based on estimating a new index derived from summation of impedance values in all frequencies along the time at the Point of Common Coupling (PCC), is introduced using Fast Discrete S-Transform (FDST) method. The proposed method maintains both time and frequency information and as a result, helps to decrease the detection time. A frequency dependent model is proposed for characterizing the interconnection changes when islanding happens. The Cumulative Impedance Index (CII) is proposed to discriminate between islanding condition and normal operation. This technique is combined with under/over voltage protection method to decrease NDZ. Simulations for different conditions of normal and islanding operations verify the proposed algorithm. In all cases, islanding is detected within 0.01 s, and NDZ is decreased to 1 % of power mismatch between local load and Distributed Generator (DG) output. The results demonstrate the capability of the method to islanding detection with minimum delay and least NDZ.

1. Introduction

Penetration of DGs in Electrical Power System (EPS) brings great challenges such as islanding detection and prevention [1], [2], [3], [4] and [5]. Islanding is a case in which the DG continues energizing a part of the distribution system which is disconnected from the grid. Islanding can cause negative effects on the network and DG, like safety hazards to personnel, equipment and EPS, as well as power quality problems, even though the main is restored immediately [6]. According to IEEE Std. 1547-2003, maximum acceptable delay for detection of islanding condition is 2 s [3] and [4]. In addition, according to IEEE 929-1988 standard, if islanding occurs, DG should be interrupted [3] and [4]. Therefore, the development of islanding detection procedures is one of the main topics of literature.

In passive methods, some parameters including voltage, frequency, or current at PCC are measured to detect occurrence of islanding using Under/Over Voltage Protection (UVP/OVP) [7], Under/Over Frequency Protection (UFP/OFP) [7], and Vector Shift (VS) [8]. More methods that are sensitive have been introduced to improve passive techniques, consisting of the phase jump [9], frequency deviation rate [10], output power change rate [11], calculation of total harmonic distortion [12], power spectral density [13] and harmonic impedance of grid [14]. These methods, although they are simple in operation, have a larger NDZ when the generation and load in an islanded section are nearly equal [14]. Compared to passive approaches, response time of active methods is shorter and their NDZ is smaller. However, the power quality of the EPS will be decreased due to the perturbation [8]. Advanced filtering methods and spectral decomposition have also been developed, including the pattern recognition of transient signals [15], wavelet singular entropy [16].
and intelligent systems [17]. These methods are based on feature extraction, classifications and data training process thus these are dependent on the structure of network and time-consuming.

Recently, numerous methods for estimation of grid impedance have been developed to improve islanding detection in EPSs with power converters [18], [19], [20] and [21]. Passive methods exploit the measurement of harmonic voltage and current which exist in the system, inherently, to calculate the impedance. Time–frequency analysis algorithms such as FFT and wavelet transform have been used to do this estimation, but time information gets lost in FFT [14] and [22]. The S-Transform (ST) is a powerful technique which retains both time and frequency information, so it is very useful in signal processing and extracting the features [23] and [24]. The ST maintains the absolute phase information by using the Fourier transformation kernel. A frequency-dependent window function is applied at high frequencies and produces high time and frequency resolution; so, this method is not dependent on certain frequencies and will not lose its effectiveness in absence of them [25]. FDST reduced complexity of calculations using an intelligent frequency selection technique and removing unnecessary data [26].

This paper presents a new algorithm to detect islanding based on FDST, which is not restricted by selecting some harmonics. In this method, a new feature is proposed to distinguish islanding condition from normal operation. The feature is extracted using FDST of current and voltage measured at PCC and it is based on changes of cumulative impedance of all frequencies. This feature could be used for threshold selection with large setting margins. Combining this new method with UVP/OVP method has made the approach more reliable. The DGs may consist of power converters or not. The proposed method has been assessed in several cases consisting of connecting and disconnecting huge loads and Non-linear loads to the grid, motor starting and presence of noise. In all studied cases, new method has operated properly, having considerable margin of threshold and small NDZ.

The paper is organized as follows; Sec. 2. presents the model based on impedance interconnection and describes the FDST algorithm. In Sec. 3. an algorithm for islanding detection is proposed based on FDST and feature extraction. The proposed method is verified with the simulation data in Sec. 4. In Sec. 5. threshold setting and NDZ of new method are explained. Finally, conclusions are presented in Sec. 6.

2. System Modelling and Backgrounds

2.1. Circuit Model

Figure 1 shows interconnection between the DG and the EPS, consisting of a local load, $Z_L$, connected at the PCC to the DG and network via a breaker, B, and the grid impedance, $Z_g$.

Non-linear loads which usually exist in the network are sources of harmonic current. Inverter-based DGs produce harmonics at the result of Pulse Width Modulation (PWM) strategy of converters. Also, DGs without inverters may have inherent harmonics. An ideal current source can be used for modelling the non-linear loads, in order to facilitate the analyzing of these systems [15] and [16]. So, the network is displayed as an ideal current source. A current source is used to model the DG as well. When the breaker, B, suddenly opens, islanding phenomenon occurs. Thus, a quick change occurs in the system topology, which can be determined by changes in the impedance [14].

![Fig. 1: DG interconnection topology.](image)

In normal condition, the breaker, B, is closed, and the DG sees parallel impedance of $Z_L$ and $Z_g$. By opening the breaker, islanding condition is occurred and impedance is seen by DG changes to $Z_L$. Therefore, the harmonic components of current and voltage at PCC change suddenly.

Theoretically, impedance which is seen by DG in normal operation is calculated as follow:

$$Z_{pcc}^n = \frac{Z_L Z_g}{Z_L + Z_g}. \tag{1}$$

And in islanding operation:

$$Z_{pcc}^i = Z_L. \tag{2}$$
By considering a parallel RLC load as the local load
\[ Z_l(s) = \frac{sL}{s^2LC + R + 1} \] and a series RL load as the grid impedance \( Z_g(s) = R_g + sL_g \):
\[
Z_{\text{pcc}}^{m,n} = \frac{sL}{s^2LC + R + 1} + \frac{RLLs^2 + RRgLs}{(RL_g + LL_g + RR_g)Ls^2 + RL_g + RR_g} \tag{3}
\]
Practically, the frequency dependent impedance that can be seen by the DG at PCC can be calculated using FDST of voltage and current at PCC.

### 2.2. Discrete S-Transform

The S-transform is a new time–frequency analysis technique, which is derived from both the STFT and the Continuous Wavelet Transform (CWT) \[24\]. Discrete Fourier transform (DFT) of \( X_{i(i=1,2,...,N)} \), with \( N \) sample is defined by
\[
Y = \text{DFT}(X) = [y_1 \quad y_2 \quad ... \quad y_N], \tag{5}
\]
where
\[
y_n = \sum_{i=1}^{N} X_i \exp\left(\frac{-2\pi j(n-1)(i-1)}{N}\right), i = \sqrt{-1}. \tag{6}
\]
The matrix \( H \) is obtained from rotating and concatenating of \( Y \):
\[
H_{M \times N} = \begin{bmatrix}
y_2 & y_3 & ... & y_N & y_1 \\
y_3 & y_4 & ... & y_1 & y_2 \\
... & ... & ... & ... & ... \\
y_M & y_{M+1} & ... & y_{M-2} & y_{M-1} \\
y_{M+1} & y_{M+2} & ... & y_{M-1} & y_M 
\end{bmatrix}, \tag{7}
\]
where according to Nyquist sampling theorem, \( M \) is equal to half of \( N \). By considering the \( N \) as a positive even integer value, time-frequency transforms are applied on \( M \) discrete frequencies.

A two-dimensional Gaussian window, \( W_{M \times N} \), is formed to localize time and frequency domain. Each element of this window is as below:
\[
W_{(m,n)} = \exp\left(\frac{-2\pi^2(n-1)^2F}{(a+bmG)^2}\right) + \exp\left(\frac{-2\pi^2(N-n+1)^2F}{(a+bmG)^2}\right), \tag{8}
\]
where \( m = 0,1,...,M, n = 0,1,...,N \) and \( F \) is a window factor. Multiplying \( H \) with \( W \) results frequency-domain information:
\[
G_{(m,n)} = H_{(m,n)} \times W_{(m,n)}. \tag{9}
\]
The S-Transform matrix is obtained by taking Inverse Discrete Fourier Transform (IDFT) as below:
\[
S_{M \times N} = \left[ \begin{array}{cccc}
s(f_1,t_1) & ... & s(f_1,t_n) & s(f_1,t_N) \\
... & ... & ... & ... \\
s(f_M,t_1) & ... & s(f_M,t_n) & s(f_M,t_N) 
\end{array} \right]. \tag{10}
\]
Each element of this matrix is defined as below:
\[
s_{(m,n)} = \left(\frac{2}{N}\right) \sum_{i=1}^{N} G_{(m,i)} \exp\left(\frac{-2\pi j(n-1)(i-1)}{n}\right). \tag{11}
\]
The ST of \( X(t) \) can parse the signal into a complex time–frequency matrix. The matrix contains vectors of frequency at a certain time at rows, and vectors of time at a certain frequency at columns. Also, it contains much information consisting of amplitude, phase, and frequency. In this paper, by using FDST, the time–frequency information of impedance signal was represented by an amplitude matrix \[27\].

### 3. Proposed S-Transform Based Islanding Detection

The main idea of this paper is to detect islanding condition with the least NDZ. The FDST is employed to feature extraction from the measured voltage and current of PCC. The proposed method includes detection of perturbation and steps for discriminating the islanding condition. The method introduced a cumulative impedance index for Islanding detection.

#### 3.1. Perturbation Detection Step

The UVP/OVP and UFP/OFP schemes are the most common solutions for islanding detection exploiting changes in the frequency and voltage which stem from mismatches of active and reactive power \[25\] and \[29\]. These methods must be included in all grid-connected inverters, not only as a protection to keep the equipment safe but also as an islanding detection scheme.

At the instant, before islanding, if \( \Delta P > 0 \), the domain of \( U_{\text{pcc}} \) changes, and the UVP/OVP could identify the variation and prevent islanding. If \( \Delta Q > 0 \), there is a shift in phase of load voltage, therefore inverter changes frequency of output current and frequency of \( U_{\text{pcc}} \) consequently, so UFP/OFP could distinguish this change.

If \( \Delta P = \Delta Q = 0 \), means output power of DG matches to the required power at load, the changes in amplitude or frequency of \( U_{\text{pcc}} \) will be insufficient to ac-
ivate standard protection devices. Also to prevent nuisance trips, some threshold for voltage and frequency should be considered. Therefore, this method has relatively large NDZ, which makes it fail under certain conditions.

For improving the performance of detection, more sensitive procedure has been introduced. By any disturbance in voltage or frequency, the process is started and at first, the UVP/OVP or UFP/OFP method is activated to check if this disturbance is beyond the threshold values. If it is so, trip signal is activated directly. Otherwise, next steps will check.

### 3.2. Islanding Discrimination Algorithm

As expressed in Subsec. 2.1., the frequency dependent impedance changes when islanding occurs. The feature is constructed based on impedance frequency spectrum which has obtained from S-matrix of a half cycle of voltage and current signals. Figure 2 and Fig. 3 present the frequency spectrum of impedance which is seen for the typical network in normal and islanding conditions from PCC. It can be seen that there is a clear difference in area between the fundamental frequency (50 Hz) up to 15th harmonic (750 Hz) of impedance ("A") in two conditions (before and after islanding). In Fig. 4, one branch of a grid, consisting noticeable loads, is disconnected without leading to islanding, and as can be seen from the figure, the change in ("A") is very small, compared to islanding situation.

Amplitude of each frequency component of impedance is calculated using summation of rows in the S-matrix. The mathematical formulation of the feature is performed using trapezoidal method:

\[
Z_{I_i} = \frac{h_{15} - h_1}{2N} \sum_{k=1}^{N} (Z(h_{k+1}) + Z(h_k)),
\]

\[
CII_i = |Z_{I_i} - Z_{I_{i-1}}|,
\]

where \(N, h_1, Z(h_i)\) are the number of equally spaced panels, harmonic order and its amplitude, respectively. Differences between two consecutive \(Z_{I_i}s\) are calculated and named as \(CII\).

Simulations show that when islanding happens there is a considerable difference between \(Z_{I_i}s\) before and after islanding, therefore there is a peak in \(CII\) values and this is the new index for islanding detection introduced in this paper. The flowchart of the proposed method is illustrated in Fig. 5.

The process starts by any change, which occurred, in measured voltage at PCC. If this value is over the assumed threshold value, \(88\% < U < 110\%\) \[\text{(11)}\], it means that islanding has occurred. But if it is between these values it must be checked if this change happened as a result of worst condition islanding or as a result of noise. So, FDST of voltage and current...
are computed. The frequency dependent impedance is computed by dividing the $U_{pcc}$ magnitude to $I_{pcc}$ magnitude at corresponding frequencies. $ZI$ is computed for specified time intervals as explained above. Then, $CII$ is calculated and checked. If change of $CII$ is over the threshold value, a trip signal is activated and the DG is disconnected from the EPS, consequently.

Selecting smaller time interval could result in faster detection of islanding, but it also should be large enough to avoid getting affected by noise or any other sorts of destructions.

4. Simulation Results

To verify the proposed method, it has been implemented in MATLAB and a practical distribution network is simulated in EMTDC/PSCAD (Fig. 6). The transmission substation is 10/0.4 kV, which is feeding a commercial area. The power factor of loads is 0.85; for each load the maximum demand in kVA is written in Fig. 6. A 3 kW inverter-based DG is connected to the network. Parameters of RLC local load are as $R = 16.13 \, \Omega$, $L = 20.5 \, \text{mH}$, $C = 493.25 \, \mu\text{F}$. These parameters put the DG in situation of power balance. To verify the method, 200 simulations in the form of five cases are studied. In Case 1 normal operation is considered. In this case, configuration of the system changes at 0.6 s, by opening the breaker B2. Case 2 and Case 3 study islanding conditions, which occur as a result of opening breakers B4 and B5, respectively. In Case 2 a large power imbalance is created between load and generation, while in Case 3 power is balanced approximately. In Case 4 and Case 5 an inductive and a non-linear load are connected to the network at 0.4 s respectively.

Case 1: Figure 7 and Fig. 8 show the results of simulations for Case 1. In this case, one of the branches is disconnected from network by opening the breaker B2 which leads to change in the grid impedance. As can be seen from Fig. 8 the amount of change in $ZI$ is ignorable and $CII$ is small (just less than one unit). Thus, by selecting reasonable threshold, it doesn’t produce a trip.

Case 2: Fig. 9 and Fig. 10 display the simulation results of Case 2. In this case, islanding occurs when breaker B4 opens at 0.6 s and disconnects a large amount of load from the network, so that a considerable fall emerges at $ZI$, with a considerable rise (about 17 units) in $CII$. Thus, islanding is detected within...
0.01 s. Figure 10 indicates that in such cases with a large power imbalance, islanding condition can be easily identified by monitoring the voltage at PCC. Same results have been achieved by opening the CB7.

**Case 3:** In Case 3, power between DG and local load is in balance, approximately. This is the worst case to detect islanding, in which UVP/OVP and UFP/OFP methods cannot detect it. As Fig. 11 and Fig. 12 illustrate, change of $Z_I$ and magnitude of $C_{II}$ is remarkable (about 14 units). Thus, the new proposed method easily detects the occurrence of islanding immediately. As can be seen from Fig. 12 there is not any visible change in $V_{pcc}$, but according to the proposed method and Fig. 12 there is a considerable change in $C_{II}$. Therefore, islanding is detected.

**Case 4:** In this case, a 37 kVA motor is added to the grid at point $B$ to study the effects of connecting and disconnecting of inductive loads on the proposed method. Comparing to other loads of the sim-
ulated network, the size of motor is significant. Thus, the network’s parameters are affected. Figure 13 and Fig. 14 show the results of this study. Motor is added at 0.4 s and as it is obvious in Fig. 14, $CII$ is not big enough (less than 1 unit) to activate a trip signal.

**Case 5:** Non-linear loads are the most problematic loads in grids due to their harmonics and they can affect protective equipment and solutions. In this case, a non-linear load consisting of a three-phase diode is added to the grid at point C, at 0.4 s. Results are illustrated in Fig. 15 and Fig. 16. In this case, although there is a variation in the proposed index as a result of the Non-linear load, $CII$ is small. The only considerable change happens at the moment of connecting this load to the network (less than 0.4 unit) which is still less than considered threshold to activate a trip signal.

In order to study the effect of noise on the proposed method, white noise with $SNR = 20$ dB is added to the measured voltage. All simulations are repeated with this noise. Simulation results show that the proposed method is not sensitive to noise. In all cases, the detecting time is dependent on the selected time interval of algorithm. Detection time is around 0.01 s, which in comparison with other passive methods, Less than 20 ms - Within 2 s.

### 5. Threshold Setting and NDZ

For setting the threshold value correctly, the worst islanding situation should be considered and a calculated $CII$ should be adjusted as threshold value. On the other hand, in order to avoid nuisance trips, this value cannot be smaller than $CII$ of normal operations (i.e. load switching). In this paper, $CII$ in the worst case of
Tab. 1: Comparison of some of islanding detection methods with the proposed method.

<table>
<thead>
<tr>
<th>Principle</th>
<th>Classification</th>
<th>Detection Time</th>
<th>NDZ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Harmonics/THD</td>
<td>Passive (Grid voltage sensorless control) [32]</td>
<td>45 ms</td>
<td>None</td>
</tr>
<tr>
<td>Changes of impedance</td>
<td>Active (injecting a high frequency signal) [33]</td>
<td>A few ms</td>
<td>None</td>
</tr>
<tr>
<td>Power changes</td>
<td>Active (reactive power variation) [31]</td>
<td>Less than 2 s</td>
<td>None</td>
</tr>
<tr>
<td>Wavelet</td>
<td>Passive (wavelet packet transform) [34]</td>
<td>40 ms</td>
<td>Almost zero</td>
</tr>
<tr>
<td>Combination</td>
<td>Passive scheme (Fast Gauss Newton algorithm) [35]</td>
<td>Less than 20 ms</td>
<td>Very small</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>Fast Discrete S-Transform and Cumulative Impedance Index</td>
<td>About 10 ms</td>
<td>Very small</td>
</tr>
</tbody>
</table>

islanding is significant so that reliable threshold value could be selected. In order to have smaller NDZ and FDZ (Failing Detection Zone) threshold must be adjusted as Eq. (14):

\[
\text{Max } CII \text{ of Normal Operation } < \text{ Threshold } < \text{ Min } CII \text{ of Islanding Operation.} \quad (14)
\]

The worst cases of normal and islanding operations are Case 1 and Case 3. Therefore, multiple simulations with quality factors from 0.5 to 70 have been done for these cases. Results are shown in Fig. 17 and Fig. 18. According to the figures, threshold can easily be set at 2.5, and still, it ensures that there would not be nuisance trip or missed islanding.

In one recent study, [14], NDZ has been calculated for a combined UFP/OFP and frequency dependent impedance method, when NDZ was dependent on selected harmonics for reference threshold, but NDZ of the proposed method does not have this kind of dependency. So, combination of this method with UFP/OFP method and determining appropriate threshold value, as discussed above, could decrease the NDZ significantly and increase the reliability of detection, but as can be seen from Fig. 18, loads with very high-quality factors could put this method in NDZ. Table 1 compares detection time and NDZ of some detection methods, as can be seen, the proposed method has good results.

6. Conclusion

This paper proposed a new passive approach for islanding detection using summation of impedance of all frequencies seen at PCC. By measuring the voltage and current at the PCC and getting the S-transform of them, frequency dependent impedance is calculated. In this method, impedance is calculated for almost all frequencies rather than fundamental frequency alone. When islanding occurs, the frequency dependent impedance which can be seen by DG changes and
this change is the base of detection, here. Tracking the changes in cumulative impedance of frequencies detects islanding occurrence. As FDST is a time-frequency analysis technique, it gives almost exact information of islanding time. So, it reduces the detection time by selecting small sample time. The proposed method is not so sensitive to Non-linear loads, inductive loads and changes in load of grid. In addition, the proposed method decreases the NDZ, and it is reliable in presence of noise. Combining the proposed technique with some artificial intelligence methods or even using other modern analyzing methods like Variational Mode Decomposition (VMD) instead of S-Transform might help to get better results.
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