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Abstract. We propose a new method for maximizing the spread of influence, based on the identification of significant factors of the total energy of a control system. The model of a socio-economic system can be represented in the form of cognitive maps that are directed signed weighted graphs with cause-and-effect relationships and cycles. Identification and selection of target factors and effective control factors of a system is carried out as a solution to the optimal control problem. The influences are determined by the solution to optimization problem of maximizing the objective function, leading to matrix symmetrization. The gear-ratio symmetrization is based on computing the similarity extent of fan-beam structures of the influence spread of vertices \( v_i \) and \( v_j \) to all other vertices. This approach provides the real computational domain and correctness of solving the optimal control problem. In addition, it does not impose requirements for graphs to be ordering relationships, to have a matrix of special type or to fulfill stability conditions. In this paper, determination of new metrics of vertices, indicating and estimating the extent and the ability to effectively control, are likewise offered. Additionally, we provide experimental results over real cognitive models in support.
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1. Introduction

In underdetermined poorly formalized environments i.e. management or social and economic systems it is difficult or sometimes impossible to identify correctly a specific problem in the control system because real-world systems contain a big amount of factors and relationships between them that influence a system functioning. Furthermore, different types of limitations (financial, technological, political, etc.) make this task even more complicated. In this case, a directionality of system work becomes very important. Misconceptions about system function due to its complexity and multiplicity of feedbacks lead to an erroneous decision-making process. Therefore, selection of the main factors that significantly influence a system is an urgent problem.

A complex model of such a poorly formalized system can be represented as a fuzzy oriented weighted cyclic signed graph with cause-effect relationships, which may be formed by several methods, including the use of fuzzy cognitive maps [1]. This graphical representation of the behavioral model of systems helps to provide a general overview of factors influence on each other. Nevertheless, the system target direction in addition to selection of key elements from the system remains difficult to achieve. This obstacle is observed due to the large dimensionality of graphs and the presence of numerous feedbacks (the complexity of concepts and relations between them). Moreover, dimensions of modern graphs exceed the capacity of human perception, so their standard representation loses its informative value.

For instance, in case that vertices are assigned arbitrarily (by experts), a decision maker may assume
that by increase of value of factors (estimated as bearing ones), the desired values of target factors will be reached as well. However, the system may act despite the decision maker’s views. As a result, the main goal will not be achieved, and may even become estranged. Then a selection of essential factors may become the base for a verification of initial representation of a system. Comparison of the expected and real results of the work will allow to ensure the correctness of a system construction, and on this basis, to determine the place of application of control impacts. For instance, by forming a graph of corporate governance, the experts may assume that a significant component of the system is the transparency of the Board of Directors work. However, the automation results of the used system may reveal another key factor - the formation of a quality management system. Then, the control impacts have to be necessarily applied to other groups of factors, since the main objective is not to improve the work of the Board of Directors, but the corporate governance improvement, which is expressed in the respective graph. A comparison of the expectations and the automation results gives information about the reliability of the original graph of the system, or about necessity in the system representation changes. Accordingly, an approach for the selection of significant (key) factors of a system is a necessary and urgent management task.

Significant factors can be divided into two main groups: the impact factors (application control powers) and target factors (response) to the greatest extent varying under the power of their influence. To solve the problem of identifying and selecting the key factors presented in the form of vertices of the graph, the concept of effective controls and theory of effective controls are introduced in this article. Definitions of some metrics of the vertices states, reflecting the impact of effective control components in the control system, are described as well. This approach is based on the postulates of general system theory and on systems analysis applied to socio-economic systems control.

The novelty of the approach lies in the adaptation of control model in technical systems for the control in socio-economic systems. Accordingly, in the technical system control model, the growth vector of the target vertices parameters is determined by a known vector of control impacts from the solution to the system of linear algebraic equations (SLE). For a graph of socio-economic systems, the formulated task is to find a vector of control impacts, leading to a maximum growth of indices of target factors. At the same time, control factors and target factors are determined from the solution to SLE, rather than appointed by the decision-makers (the experts).

The decision is based on the model of impacts transition on the arcs of graph. Overcoming the possible instability during the transmission of impacts is achieved by appropriate formulation of the optimization problem. The problems of the spectrum location inside the unit circle and of the interpretation of complex values of the spectrum components are solved by their reduction to the optimization problem. This convergence of emerging iterative processes for the resolvent is guaranteed.

2. Related Work

Fuzzy cognitive maps are directed signed weighted cyclic graphs with cause-and-effect relationships. In general, the trends of graph analysis are connected with clustering, enlargement and metrics analysis of the graph.

In the studies conducted in [2], [3], [4] and [5], the degree of influence is not determined from intuitive considerations, but from solving the system of linear algebraic equations (SLE). These processes are considered in the dynamics, therefore, in the study [6] the conditions of stability become relevant, which was expressed in the restriction that the entire spectrum of the matrix must be located inside the unit circle while eigenvalues and eigenvectors appear to be complex.

Liu et al. [9] have analyzed the method of clustering CSIP based on the sorting of influence power, as the dynamic force of the impact between nodes, considering the surroundings. This method introduces new metrics of vertices, which can serve as the basis for the selection of key vertices. However, the results of the aforementioned study [9] were mainly focused on the stochastic matrix. This type of matrix is an adjacency
matrix, in which the sums in the columns are strictly equal to one and the elements are non-negative. Failure to comply with these conditions makes the use of these methods practically impossible. In our study, we focus on the problems oriented to the general matrices rather than the special type, for the solution of which the implementation of sustainability conditions is not an essential principal requirement.

Furthermore, there is number of studies aimed at solving the problem of identifying the most influential nodes in the directed networks [10], [11], [12], [13] and [14]. In the studies [11], [12] and [13], the used approach involves unidirectional irreversible switching from one state to another. Thus, the active vertex may or may not cause the activation of dormant neighbors, but it cannot be returned to the inactive state. Similarly, in [12], the buyer making a purchase cannot go into a state of "a buyer who has not bought anything".

In the method proposed in [11] and [13], the existence of feedback is not permitted as opposed to a social network or cognitive model. That is, the vertex which has become active, cannot turn into more (or less) active state. The buyers of the product [12], which persuade their friends, will not become the buyers of the second instance of the product due to a positive feedbacks of their friends. In the socio-economic networks considered by us, this is not applicable. Agitator campaigns more actively, meeting an interested audience, while he/she reduces activity in case of not finding an interest. Moreover, in the same network not only more or less active agitators might exist, but agitators having an opposite view, whose activity is also competitive with respect to the first point of view. In the method [11] and [13], the activation of inactive neighboring vertices may increase or decrease, but the process cannot take a negative value, in contrast to our case.

In addition, the methods [10], [11], [12] and [13] did not take into account the causal relationship between the vertices as an independent characteristic, but rather the similarity measure based on the topological characteristics of the network. Marinazzo et al. [14] applies Kernel-Granger causality method of multidimensional time series processing, including the networks containing cycles. Network models with a sufficiently large number of nodes (N) will contain more links (N^2), for optimal estimation of which time series, even of greater extent (kN^2), are required. In our case, time series are simply unavailable, making it impossible to apply this method [14]. Therefore, the respective characteristics are given by experts, and to minimize the error of the expert setting for the model parameters, the corresponding optimization problem is being solved as well. Thus, this approach cannot be used for tasks with cyclic signed directed graphs, as in our case.

3. Methods

Let’s consider the solution to a problem from the perspective of these three approaches: traditional technical control system Subsec. 3.1. control features in socio-economic systems, and presentation of the socio-economic system as a graph Subsec. 3.2.

3.1. The Mathematical Formulation of the Problem in Traditional Technical Control System

Consider a finite graph \( G = (V,E) \), where \( V = \{v_1,v_2,\ldots,v_n\} \) is the finite set of vertices, \( n \) is the number of vertices, \( E = \{(v_j,v_k)|v_j \in V, v_k \in V\} \) is the finite set of arcs. The graph \( G \) corresponds to the adjacency matrix \( A = [a_{jk}]_{n \times n} \), where weight \( a_{jk} \) of arc \( \langle v_j,v_k \rangle \) can express the presence of the arc (Boolean value), the multiplicity of the arc, arc weight, fuzzy measure of the adjacency of vertices \( v_j \) and \( v_k \), etc.

Consider the following control model:

\[
  x_j = u_j + \delta(a_{1j}x_1 + a_{2j}x_2 + \cdots + a_{nj}x_n),
\]

\[
  = u_j + \delta \sum_{i=1}^{n} a_{ij}x_i,
\]

where \( x_j \) is the value of the growth rate associated with the vertex \( v_i \); \( u_j \) is the amount of the controlling impact on the coefficient associated with the vertex \( v_j \); \( \delta \) is the damping factor, \( 0 < \delta \leq 1 \). The model may be represented in the matrix form:

\[
  \vec{x} = \vec{u} + \delta \vec{A}^T \vec{x} \quad \text{or} \quad (\vec{E} - \delta \vec{A}^T)\vec{x} = \vec{u},
\]

where \( \vec{x} = (x_1 x_2 \ldots x_n)^T \) is the vector of growth rates associated with the vertices; \( \vec{u} = (u_1 u_2 \ldots u_n)^T \) is the vector of control impacts; \( \vec{E} \) is the identity matrix.

The gain of the model can be explained as follows. With the direct effect of the control influence \( \vec{u} \) on the \( \vec{x} \):

\[
  \vec{x} = \vec{u}.
\]

Taking into account the one-step spread of the impact on the graph arcs:

\[
  \vec{x} = \vec{u} + \vec{A}^T \vec{u}.
\]

Taking into account the one-step spread of the impact on the graph arcs:

\[
  \vec{x} = \vec{u} + \vec{A}^T \vec{u} + \vec{A}^T \vec{A}^T \vec{u}.
\]
On condition of the convergence of a forming series we have:
\[ \vec{x} = \vec{u} + \mathbf{A}^T \vec{u} + \mathbf{A}^T \mathbf{A}^T \vec{u} + \ldots + \mathbf{A}^T \mathbf{A}^T \ldots \mathbf{A}^T \vec{u} + \ldots \quad (6) \]

To control the convergence we introduce the decrement \( \delta \):
\[ \vec{x} = \vec{u} + \delta \mathbf{A}^T \vec{u} + \mathbf{A}^T \mathbf{A}^T \vec{u} + \ldots + \mathbf{A}^T \mathbf{A}^T \ldots \mathbf{A}^T \vec{u} + \ldots \quad (7) \]

With absolute convergence we acquire the model Eq. (2). Note that the model Eq. (2) contains the final (not the dynamically changing) limit values of the growth parameters and impacts, although it can be interpreted in a first way as well. However, in the dynamic case it is better to use the following view:
\[ \vec{x}^{(k+1)} = \vec{u}^{(k)} + \delta \mathbf{A}^T \vec{x}^{(k)}, \quad (8) \]
or
\[ \vec{x}^{(k+1)} = \vec{x}^{(k)} + \vec{u}^{(k)} - (\mathbf{E} - \delta \mathbf{A}^T) \vec{x}^{(k)}, \quad (9) \]
which corresponds to the canonical form of iterative numerical schemes.

If the inverse value \( \delta^{-1} \) belongs to the resolvent set of matrices \( \mathbf{A} \), total values of the growth indices can be found as the solution to SLE with matrix \((\mathbf{E} - \delta \mathbf{A}^T)\) and the right-hand side of \( \vec{u} \):
\[ \vec{x} = (\mathbf{E} - \delta \mathbf{A}^T)^{-1} \vec{u}, \quad (10) \]

If \( \delta^{-1} \) belongs to the spectrum, then there will be a non-zero solution \( \vec{e} \neq 0 \) even with zero impact \( \vec{u} = \vec{0} \):
\[ (\mathbf{E} - \delta \mathbf{A}^T) \vec{e} = \vec{0}, \quad (11) \]
expressed in terms of the eigenvalues \( \lambda_i (1 \leq i \leq n) \) and their corresponding eigenvectors \( e_i (1 \leq i \leq n) \) of matrix \( \mathbf{A}^T \). In the solution of \( \vec{x} \), regardless of the value \( \delta \), the summands \( \vec{e}_i \) can be allocated. Generally \( \lambda_i \), and the components \( \vec{e}_i \) will be complex numbers even for a real matrix \( \mathbf{A} \). Real parts of \( \lambda_i \) correspond to the indices of exponential growth (in the case of a positive number) or decrease (in the case of a negative number), and imaginary parts correspond to their own oscillation frequency. Multiplicity of a root \( \lambda_i \) adds polynomial multipliers.

3.2. Adaptation of the Control Models for Socio-Economic Systems

The fundamental difference between socio-economic systems and technical systems can be described as follows. At first, in the socio-economic systems many events have cyclical, but not a strictly periodic nature (i.e. recurrence occurs), but not in constant time intervals (with the exception of agriculture). This feature is a consequence of the fact that the system is not actually nonlinear, the spectrum is a supplement to the resolvent set, instead of being a finite set of roots of the characteristic polynomial, which will depend on the solutions of \( x \), for the analysis of which it was designed. It means that such analysis would be difficult and there is a risk of misleading.

The second fundamental difference is that the stability of the socio-economic model is not prerequisite condition, as it is for technical devices. For example, the characteristic time of a word pronunciation by a man lasts about 1 second. During this time, the receiver-transmitter of a GSM-module produces about one million oscillations at a frequency of 900/1800/1900 MHz. If the device works unstably (the receiver or the transmitter moves to the generator mode), it will manifest itself in a few tens of oscillations. As a result, the conversation between two users will be impossible. The conversation will also be impossible if the carrier frequency is not stable, that is, the period of oscillation is only approximately unchanged. In the socio-economic systems, a company that seeks to gain a competitive advantage will try to “break the closed cycle” of the stability conditions. Moreover, everyone is aware that aspirations of competitors are the same, and no one gets a competitive advantage forever. Therefore, the problem is established for the next economic cycle, and if you can hold the position for not only one but for several cycles, this is an additional benefit.

Finally, the third difference is that the goals may not be unclear or stated and must be defined as a result of the problem solution. That is, the control impact should be aimed at the indices, on the growth of which the impact can be directed in the correct socio-economic system. It makes no sense to refocus agriculture in Yakutia (Extreme North of Russia) from reindeer herder to a coffee cultivation, if there are favorable world prices for coffee. That is, control impact for agriculture in Yakutia should not be directed by the problem to cultivate coffee, but the most optimal solution should be defined from the socio-economic system itself (the agriculture in Yakutia).

To account all these aforementioned differences it is proposed to change the formulation of the problem, i.e. to determine the vector of the indices growth \( \vec{x} \) based not on the known vector of control impacts \( \vec{u} \), but by solving the SLE, see Eq. (10), and the vector \( \vec{u} \) - from the solution to the optimization problem of the maximization of \( R \): the ratio of the squares of norms \( ||\vec{x}||^2 \) and \( ||\vec{u}||^2 \):
\[ R = \frac{||\vec{x}||^2}{||\vec{u}||^2} = \frac{((\mathbf{E} - \delta \mathbf{A}^T)^{-1} \vec{u}, (\mathbf{E} - \delta \mathbf{A}^T)^{-1} \vec{u})}{(\vec{u}, \vec{u})}, \]
where $\vec{x} = (x_1, x_2, \ldots, x_n)^T$ is the vector of indices growth associated with the vertices; $\vec{u} = (u_1, u_2, \ldots, u_n)^T$ is the vector of control impacts; $C = ((E - \delta A)^T (E - \delta A))^{-1}$ is the symmetric positively definite (or semidefinite) matrix.

After that, the vector $\vec{x}$ is determined by solving SLE, see Eq. (10). In the absence of restrictions on the control impacts $\vec{u}$, the maximum value of $R_{\text{max}}$ is equal to the maximum eigenvalue $\lambda_{\text{max}}$ of the matrix $C$ and is achieved on the eigenvectors $\vec{e}_{\text{max}}$ of the matrix $C$, which corresponds to the eigenvalue of $\lambda_{\text{max}}$. From the symmetry of the matrix $C$ follows, that all its eigenvalues including $\lambda_{\text{max}}$ are real numbers. All components of the eigenvectors are also real numbers. The solution of $\vec{x}$ SLE, see Eq. (10), with matrix and right-hand side containing only real numbers will also consist only of real numbers. This eliminates the problem of economic parameters interpretation expressed in complex numbers because they cannot be expressed this way. Also we add that for positive semidefinite matrix $C$ all its eigenvalues are non-negative, which is also typical for the values of economic parameters.

Thus, the formulation of the problem, see Eq. (12), consider all these differences. The solution of $\vec{u} = \vec{e}_{\text{max}}$ is not given but is determined by solving the optimization problem. The stability conditions do not dominate the solution $\vec{u} = \vec{e}_{\text{max}}$, and most likely they are even being violated. All are computations are carried out not in the complex, but in the real domain.

The differences in the task formulation are summarized as follows. Solution of $\vec{x}$ SLE, see Eq. (12), is designed for an arbitrary right-hand side of $\vec{u}$ and so it may contain any eigenvectors of matrix $(E - \delta A^T)$, which are complex in general case. Solution Eq. (12) is achieved on a concrete real vector $\vec{u} = \vec{e}_{\text{max}}$ of the symmetric matrix $C$. Therefore, for the real matrix $(E - \delta A^T)$, the solution of $\vec{x}$ is real number as well. If the eigenvalues of matrix $(E - \delta A^T)$ are outside of the unit circle, the small changes of component $\vec{u}$ will lead to noticeable changes in the vector component $\vec{x}$ (instability). In cases of a strong sensitivity to the accuracy of the assignment of $\vec{u}$ the solution cannot be trusted. In the formulation of the problem, see Eq. (12), the concept of the strong changes in output data at small changes in the input data is absent, because the basis of determination $\vec{u} = \vec{e}_{\text{max}}$ and $R_{\text{max}}$ contains converging iterative processes. The stability conditions do not dominate and are even meant to be disordered. In the competitive environment of the socio-economic system there are many reasons that will hinder the realization of the optimal control.

Suppose that the control impact $u_j$ does not change the index $x_j$, but is transmitted to the indices $x_i (1 \leq i \leq n)$, which are related by arcs $a_{ji}$ with indices $x_j$: $x_j = \sum_{i=1}^{n} a_{ij} u_i + \delta \sum_{k=1}^{n} b_{ki} x_k$, (13)

or in matrix form:

$$\vec{x} = A^T (\vec{u} + \delta A^T \vec{x}) \text{or} (E - \delta A^T A^T) \vec{x} = A^T \vec{u}. \quad (14)$$

The model can also be represented as:

$$\vec{x} = A^T (\vec{u} + \delta A^T \vec{x}) \text{or} (E - \delta A^T A^T) \vec{x} = A^T \vec{u},$$

in the case of absolute convergence of the resulting series.

The statement of the problem, see Eq. (12), takes the form:

$$R = \frac{||\vec{x}||^2}{||\vec{u}||^2} = (\frac{(E - \delta A^T A^T)^{-1} A^T \vec{u}, (E - \delta A^T A^T)^{-1} A^T \vec{u}}{(\vec{u}, \vec{u})}) \rightarrow \text{max}, \quad (16)$$

where $B = A (E - \delta A A)^{-1} (E - \delta A^T A^T)^{-1} A^T = A (Z^T Z)^{-1} A^T$ is the symmetric positive definite (semidefinite) matrix.

The problem of determining the optimal control in a linear system with feedback in the general case is reduced to the solution of linear systems. The eigenvalues and eigenvectors of the matrix SLE contain information about the direction of the impact vector, maximizing the amplitude of the vector response to an applied impact, but in general are the complex numbers. To move from the domain of complex numbers to the area of real ones, the formulation of the problem is changed. The ratio of the squares of norms responses and impacts is maximized, leading to the symmetrization of the matrix. In this case, not the dynamic oscillatory processes is important to us, but only maximization of the total energy of the control system, including the energy concluded in these oscillatory processes.

Unlike the original matrix in which element $a_{ij}$ meant the arc weight linking vertex $v_i$ with vertex $v_j$, the element $b_{ij}$ of symmetrized matrix express a quotient of similarity of fan-beam structure of the impact transfer of vertices $v_i$ to all other vertices with a similar fan-beam structures of the impact transfer of vertices $v_j$ to all other vertices. Naturally, a measure of this similarity is symmetric. This approach to the symmetrization (for a directed graph) can be named the gear-ratio symmetrization. The matrix $B$ of the quadratic form can be considered as a generalization of the co-citation
matrix [15]. After receiving the responses to the optimal control, the question of the sustainability of responses can be raised. Solving this problem the generalization of the bibliographic matrix will appear.

Matrix $B$ is defined as the product $B = AF$, and matrix $F = (Z^T Z)^{-1} A^T$ is found from the solution of SLE with a unified matrix $(Z^T Z)$, but with different right-hand sides: $j^{th}$ column of the matrix $F$ is the solution of linear systems with right-hand side - the $j^{th}$ row of the adjacency matrix $A$. This SLE is solved by LU-decomposition, as well as other linear systems with non-symmetric matrices. The alternative Cholesky decomposition contains computations of square roots. As a result, a smaller number of operations (taking the root) in Cholesky decomposition contains computations of square roots. As a result, a smaller number of operations (taking the root) in Cholesky decomposition contains computations of square roots. As a result, a smaller number of operations (taking the root) in Cholesky decomposition contains computations of square roots.

If the solution to the problem is not restricted by any conditions, it is equivalent to the problem of finding the maximum eigenvalue of $R_{\text{max}} = \lambda_{\text{max}}$ and corresponding eigenvector $u = e_{\text{max}}$ of the real symmetric positive (semi-) definite matrix $B$. Using the function EVCASF of MATH library IMSL all eigenvalues and all eigenvectors of a real symmetric matrix can be found in [17], [18] and [19].

If the components of the control are limited by any conditions, then instead of the solution to the problem of finding the eigenvectors and eigenvalues to determine $\vec{u}_1, \vec{u}_2, \ldots$ and $R_1, R_2, \ldots$, we have to solve the corresponding problem of constrained optimization. Moreover, for further analysis in addition to existing restrictions, the mutual orthogonality of different controls $\vec{u}_i$ and $\vec{u}_j$ (eigenvectors of a real symmetric matrix are orthogonal) may be required. It is expected that we will be interested in a few first most effective controls $\vec{u}_1, \vec{u}_2, \ldots \vec{u}_l$. This decision is made by the user. To support the decision being made regarding the values $R_1, R_2, \ldots R_k$ ($R_1 \geq R_2 \geq \ldots \geq R_k$), the parameters $(s_2, s_3, \ldots, s_{k-1})$ are computed:

$$s_i = -R_{i-1} + 2R_i - R_{i+1}.$$  \hspace{1cm} (17)

Sign change in the sequence $s_i$ indicates the boundary $l$: $s_{l-1} < 0$, $s_l > 0$, $s_{l+1} < 0$. Other criteria can be used as well. In order to find $\vec{u}_l$ from solution of the SLE, see Eq. (16), we define $\vec{x}_l$.

For each component of each selected control $\vec{u}_i$, we determine ensuring controllability index for the $j$-th vertex:

$$v_{i,j}^2 = \frac{u_{i,j}^2}{u_{i,1}^2 + u_{i,2}^2 + \ldots + u_{i,n}^2},$$  \hspace{1cm} (18)

and for the components of the corresponding solution $\vec{x}_l$ - effectiveness index for the $j$-th vertex:

$$r_{i,j}^2 = \frac{x_{i,j}^2}{x_{i,1}^2 + x_{i,2}^2 + \ldots + x_{i,n}^2},$$  \hspace{1cm} (19)

that are then in descending order. The decision on the selection of the most effective components is made by the user. To support the decision the above described or other criteria can be used.

The following Alg. (1) for finding components of effective controls implements the actions mentioned above.

Algorithm 1 Algorithm of effective controls.

Require: $A$ - adjacency matrix, $\delta$ - decrement, $\varepsilon$ - stopping threshold $\vec{u}_0 = (1 \ 1 \ldots 1)^T$.
Ensure: $\vec{u}_1, \ldots, \vec{u}_l$ - vectors of optimal control, $R_1, \ldots, R_l$ - max objective function $R$, $\vec{x}_1, \ldots, \vec{x}_l$ - vectors of indices growth associated with the vertices, $v_{i,1}^2, \ldots, v_{i,n}^2$ - ensuring controllability index, $r_{i,1}^2, \ldots, r_{i,n}^2$ - effectiveness index.

1: compute the matrix $Z \leftarrow E - \delta A A$
2: solve the $n$ systems of linear algebraic equations $F \leftarrow (Z^T Z)^{-1} A^T$
3: compute matrix of quadratic form $B \leftarrow AF$
4: $k \leftarrow 0$
5: repeat
6: Gram-Schmidt orthogonalization process [16]
7: $\hat{u} \leftarrow \vec{u}_0 - \sum_{i=1}^{k} (\vec{u}_i, \vec{u}_0) \vec{u}_i$
8: update vector $\vec{u} \leftarrow \hat{u}$
9: compute vector norm $R \leftarrow ||\vec{u}||$
10: compute vector $\vec{u} \leftarrow B \vec{u}/R$
11: Gram-Schmidt orthogonalization process $\hat{u} \leftarrow \vec{u} - \sum_{i=1}^{k} (\vec{u}_i, \vec{u}) \vec{u}_i$
12: until $||\vec{u} - \vec{u}_0|| < \varepsilon$
13: $k \leftarrow k + 1$
14: normalize vector $\vec{u}_k \leftarrow \vec{u}/R$
15: until $k \geq l$
16: for $i := 1 \ to \ n$ do
17: solve a system of linear algebraic equations $\vec{x}_i \leftarrow (Z^T)^{-1} A^T \vec{u}_i$
18: compute vector norm $||\vec{x}_i|| \leftarrow \sqrt{\sum_{j=1}^{n} x_{i,j}^2}$
19: for $i := 1 \ to \ n$ do
20: compute $v_{i,j}^2 \leftarrow v_{i,j}^2/R_i$; $r_{i,j}^2 \leftarrow x_{i,j}^2/||\vec{x}_i||$
21: end for
22: Sort $v_{i,j}^2$ so that $v_{i,j}^2(1) \geq v_{i,j}^2(2) \cdot \ldots \cdot v_{i,j}^2(n)$
23: Sort $r_{i,j}^2$ so that $r_{i,j}^2(1) \geq r_{i,j}^2(2) \cdot \ldots \cdot r_{i,j}^2(n)$
24: end for
25: return $\vec{u}_1, \ldots, \vec{u}_l; R_1, \ldots, R_l; \vec{x}_1, \ldots, \vec{x}_l; v_{i,1}^2, \ldots, v_{i,n}^2; r_{i,1}^2, \ldots, r_{i,n}^2.$
3.3. Metrics of the Vertices on the Basis of the Theory of Effective Controls

On the basis of the above-described algorithm, we consider the proposed metrics of vertices characterizing the measure of effective controls.

Definition 1. \( I_{r_{i,j}} \) - Growth index - parameter of the growth of model factor corresponding to the \( j \)-th vertex of the graph under the directive impact \( I_{a_{i,j}} \) in general.

Growth index \( I_{r_{i,j}} \) \( j \)-th vertex under the \( i \)-th impact is defined as the solution of SLE, see Eq. (14):

\[
(E - \delta A^T A^T) I_{r_{i,j}} = A^T I_{a_{i,j}},
\]

where \( \delta \) is the damping factor, \( A \) is the adjacency matrix of the graph \( G \), and \( I_{a_{i,j}} \) is the control index.

Definition 2. \( I_{a_{i,j}} \) - Control index - coefficient, with which the index of \( j \)-th vertex of the graph participates in the directive control.

Control index \( I_{a_{i,j}} \) is found as a result of solving the optimization problem Eq. (16):

\[
R = \frac{\| I_{r_{i,j}} \|^2}{\| I_{a_{i,j}} \|^2} = \frac{(E - \delta A^T A^T)^{-1} A^T I_{a_{i,j}} (E - \delta A^T A^T)^{-1} A^T I_{a_{i,j}}}{(I_{a_{i,j}}, I_{a_{i,j}})} \rightarrow \max,
\]

where \( B = A(E - \delta AA)^{-1}(E - \delta A^T A^T)^{-1} A^T = A(Z^T Z)^{-1} A^T \) is the symmetric positive (semi-) definite matrix; \( Z = E - \delta AA \).

Definition 3. \( r_{i,j}^2 \) - Effectiveness index the fraction of conformity of growth vector \( \vec{x}_i \) alignment selected by the component corresponding to the \( j \)-th vertex.

Effectiveness index is are computed by the Eq. (19) as the ratio of the square of the \( j \)-th component of the growth vector \( \vec{x}_i \) to the sum of the squares of all the components of the growth vector \( \vec{x}_i \):

\[
r_{i,j}^2 = \frac{x_{i,j}^2}{x_{i,1}^2 + x_{i,2}^2 + \ldots + x_{i,n}^2}.
\]

Definition 4. \( v_{i,j}^2 \) - Ensuring controllability index - the fraction of conformity of control vector \( \vec{u}_i \) due to the index of \( j \)-th vertex.

Ensuring controllability index is are computed by the Eq. (18) as the ratio of the square of the \( j \)-th component of the control vector \( \vec{u}_i \) to the sum of the squares of all the components of the control vector \( \vec{u}_i \):

\[
v_{i,j}^2 = \frac{u_{i,j}^2}{u_{i,1}^2 + u_{i,2}^2 + \ldots + u_{i,n}^2}.
\]

4. Experiment

Consider the procedure of finding the productive components of effective controls on the example of the cognitive model as a directed weighted graph with cause-and-effect relationships, represented by the adjacency matrix of dimension 75×75 with 411 arcs and their total weight 216.5 [20].

An attempt of clustering by minimizing the quadratic functional led to next result – all vertices form a single cluster. Trying to identify the ordering relationship of order in the graph and to raise the question of exclusion of the arcs, which form cycles, led to the necessity to remove about a quarter of the arcs, which distort the essence of the graph. The intention to compute the mutual influences of the vertices to each other in terms of the existence of multiple cycles leads to the need for an introduction of damping factor, while the influence will be determined from the SLE. SLE appears to be ill-conditioned, but solvable even if the value of the damping factor \( \delta = 1 \). It was also found that the resonance properties of the SLE matrix, see Eq. (10), determine that the eigenvalues and eigenvectors are complex. However, due to the fact that the elements of the matrix and the right part of the SLE are real numbers, eigenvalues and eigenvectors of the matrix form a complex conjugate pairs. Nevertheless, Interpretation of economic indicators expressed by complex numbers is challenging. Therefore, we consider the optimization problem, which has a real solution. Solution Eq. (16) is not problematic except that the condition number of matrix 75×75 reach \( \sim 10^{15} \).

The results of computation of the components of the eigenvector \( \vec{u}_1 \) of matrix B (paragraph 5-15 of Alg. [1]) are presented in Tab. 1 (sorted in descending order).

Solution of SLE, see Eq. (14), (paragraph 16-18 of Alg. [1]) is presented in Tab. 2 (sorted in descending order).

After determining the first main direction \( \vec{u}_1 \), the contribution of each individual parameter was defined corresponding to the vertex of the graph, to every single vector component of the computed parameters \( \vec{x}_i \), i.e. it was decided to compute the elements of the inverse matrix. The resulting matrix with a very high accuracy coincides with the dyadic product of two vectors for SLE, see Eq. (14):

\[
(E - \delta A^T A^T)^{-1} A \approx \vec{x} \cdot \vec{u}^T.
\]

For the optimization problem Eq. (16):

\[
B \approx (\vec{u} \cdot \vec{x}^T) \cdot (\vec{x} \cdot \vec{u}^T) = \vec{u} \cdot R_{\text{max}} \cdot \vec{u}^T.
\]

That is, the matrix rows differ from each other only by a multiplier associated with the row of the matrix and the columns of the matrix are also different from...
It turns out that if we interpret the matrix of the quadratic form as the covariance matrix, the operation of the system is determined by one leading development direction, which greatly prevails over the other. This explains why communities were not allocated in the graph on the basis of minimizing the quadratic functional.

Sorting of the values $R_1, R_2, \ldots, R_n$ shows a significant gap of the first vector from the second ($3 \cdot 10^3$). From the structure of the matrix Eq. (24), it follows that strong interrelation of parameters action on any of them leads to the same vector of growth, however with different scales. Then we only need to select the one controllable parameter (maximum). For more effective control we decided to select three parameters,
which are apart from the others (Fig. 3(a), Tab. 3). Figure 3(b) shows the effect of the accumulation of ensuring controllability index $v_{i,j}^2$.
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**Tab. 3**: Selected vertices and their corresponding components of Ensuring controllability index.

<table>
<thead>
<tr>
<th>$x_i$</th>
<th>$v_{i,j}^2$</th>
<th>Integral $v_{i,j}^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_{24}$</td>
<td>0.072438</td>
<td>0.072438</td>
</tr>
<tr>
<td>$x_5$</td>
<td>0.06391</td>
<td>0.136348</td>
</tr>
<tr>
<td>$x_{12}$</td>
<td>0.083811</td>
<td>0.200159</td>
</tr>
</tbody>
</table>

Ordered components of the growth vector of index $\bar{x}_i$ are presented in Fig. 4. Impact on any parameter (vertex) leads to this growth vector but with its own scale. Descending components of this vector can be interpreted as the increase of the determination coefficient. Thus, the increase of the determination coefficient to values above 0.5 is provided by the first few components.

![Figure 4](image)

**Fig. 3**: Ensuring controllability index $v_{i,j}^2$.

**Fig. 4**: Ordered components of the growth vector of index $x_i$.

**Tab. 4**: Selected vertices and corresponding components of Effectiveness index.

<table>
<thead>
<tr>
<th>$x_i$</th>
<th>$r_{i,j}^2$</th>
<th>Integral $r_{i,j}^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_{27}$</td>
<td>0.173729</td>
<td>0.174724</td>
</tr>
<tr>
<td>$x_{47}$</td>
<td>0.135527</td>
<td>0.310256</td>
</tr>
<tr>
<td>$x_{51}$</td>
<td>0.10766</td>
<td>0.417916</td>
</tr>
<tr>
<td>$x_{41}$</td>
<td>0.088855</td>
<td>0.506771</td>
</tr>
</tbody>
</table>

5. Discussion of the Results

Five different criteria for the evaluation of our approach may be applied:

1) Applicability in the Subject Area

The conducted study had shown the applicability of the developed approach based on the systems theory for the analysis of directed signed weighted graphs with cause-and-effect relationships, which represent cognitive models in social and economic systems.

2) Feasibility

SLE solutions are uniquely solvable, because the matrix $(Z^T Z)$ is positive semidefinite by its construction and can be made a strictly positive definite, and thus a non-degenerate by choosing the decrement $\delta$. The feasibility of the solution to an optimization problem for a relationship of the squares of norms follows from the convergence of the corresponding iterative processes. The non-degeneracy of the matrix SLE, see Eq. (14), is provided by a choice of the damping factor $\delta$.

3) Format of the Results

As a result of the applied algorithm the selection of effective components and the corresponding effective significant impacts, which represent key vertices that display overall system, is carried out. The quantity of
(a) Effectiveness index ordering.

Fig. 5: Effectiveness index $r_{i,j}^2$.

the obtained vertices is reduced to a reasonable number of vertices and arcs that allows to reach an acceptable level of information obtained by the graph model for an expert (decision maker).

4) Difficulty and Complexity of the Solution

Solution time of algorithm takes a fraction of a second. The computational complexity of the algorithm is $O(n^3)$ of arithmetic operations.

5) Quality

The quality of the results provided by the possibility of conversion of solving problems to the systems with symmetric matrices, to which the convergence of the corresponding iterative processes is proven.

6. Conclusion

The proposed method of maximizing the spread of influence in models of socio-economic systems, which can be presented with directed signed weighted cyclic graphs with cause-and-effect relationships, is a reliable solution for the development of practical applications of expert systems and knowledge based systems. Solutions based on the theory of effective controls can be applied to many optimization problems in the development of intelligent systems. Our method can reduce management costs under the conditions of limited opportunities through optimal choice of accompanying impacts without loss of the key factors.

Maximization of a sign-definiteness quadratic form is the key step in the search for the optimal control that ensures the validity of the solution (the existence, possibility and uniqueness of the solutions), computation in a real, rather than in the complex domain, and independence from the conditions of stability.

Development of Algorithm of effective controls is not trivial problem in the new context, as we have changed the formulation of the optimal control problem itself. The vector of control impacts $\vec{u}$ is determined from solving the optimization problem of maximizing the objective function. This approach differs from the traditional solutions, in which the growth vector of vertices characteristics $\vec{x}$ is defined by the known vector of control impacts $\vec{u}$ from solving the SLE, see Eq. (10). The method is applicable for a directed signed weighted graph with cause-and-effect relationships. Notably, this approach does not impose requirements for graphs to order relationship or to have a matrix of a special kind. Moreover, fulfillment of the stability conditions are not required.

Many important directions remain for future work. Statement of the problem can be generalized to constrained optimization, i.e. solutions satisfying certain restrictions. However, as the directions that differ only by the factor represent the same direction, the restrictions should not express the conditions for the components of the desired vectors, but belong to some unknown vector (linear) manifold which is generated by a given set of vectors. A promising area could be the expansion of the concept of equivalence of the graph (the conditional equivalence). Application of the theory of effective controls, based on the provisions of the general systems theory and systems analysis in the annex to the management in socio-economic systems, allows to identify the components of productive fuzzy cognitive model of the system and transform them into a graph of conditional equivalence.
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